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ABSTRACT
In this paper, a multi objective optimization based on Genetic Algorithm, Response Surface Method and Design of Experiments are adopted in order to calculate the optimal CFD model parameters, retaining the convergence. Objective functions to be optimized simultaneously in such a real world complex multi-objective optimization problem. These objective functions are either obtained from experiments or computed CFD approaches, unless a simple but effective meta-model is constructed over the response surface from the numerical or experimental. So that modeling and optimization of the parameters is investigated by using ANSYS. An ANSYS Fluent software package is utilized to simulate the viscous gas flow-field in the nozzle; the Response Surface Methodology (RSM) applied for the reason of performing a multi-objective optimization.
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INTRODUCTION
The development of high-speed computers has revolutionized the world. They have been changed our ways of thinking and have generated an impact in every facet of our daily lives. Problems hitherto unsolvable have come under the purview of computer solution. Over the past half-century, we have witnessed the rise in the new methodology for attacking complex problems.

DESIGN OF EXPERIMENTS (DOE)
An important aspect of RSM is the design of experiments (Box and Draper, 1987), usually abbreviated as DoE. These strategies were originally developed for the model fitting of physical experiments, but can also be applied to numerical experiments. In Design of Experiments the target is the selection of points with that the response should be evaluated.

Most of the criteria for optimal design of experiments are associated with the mathematical model of the process. Generally, these mathematical models are polynomials with an unknown structure, so the corresponding experiments are designed only for every particular problem. The choice of the design of experiments can have a large influence on the accuracy of the approximation and the cost of constructing the response surface.

In a traditional DoE, screening experiments are performed in the early stages of the process, when it is likely that many of the design variables initially considered have little or no effect on the response. The purpose is to identify the design variables that have large effects for further investigation.

RESPONSE SURFACE METHODOLOGY (RSM)
Response surface methodology (RSM) is a statistical technique in which smooth functions, typically polynomials, are used to model an objective function. Throughout this work, ANSYS program is used to generate response surfaces. For response surface analysis, you can choose from three sampling methods: Central composite design, Box Behnken matrix, Optimal Space Filling and user-defined. In this work the central composite design method is used.

CENTRAL COMPOSITE DESIGN (CCD)
Central Composite Design (CCD) is the default DOE type. It provides a screening set to determine the overall trends of the meta-model to better guide the choice of options in Optimal Space-Filling Design. The generated design point’s location for the method is based on the central composite design. N is the number of input parameters and f is Factorial number. In this, no of design variables are N=2, the total no of design points is = 1+ 2×N+2(N-f) =1+4+4 =9

Figure-1. Workflow for optimization.
MULTI-OBJECTIVE OPTIMIZATION

Multi-objective Optimization Mathematically, a multi-objective problem consists of optimizing (i.e., minimizing or maximizing) several objectives simultaneously, with a number of inequality or equality constraints. The Multi-objective optimization, which is also called multi criteria optimization or vector optimization, has been defined as verdict a vector of decision variables fulfilling constraints to reach adequate values to all objective functions. The general Multi objective Optimization Problem (MOP) can be formally defined as: Find the vector \( \mathbf{x}^* = [x^*_1, x^*_2, \ldots, x^*_m] \) which will satisfy the \( m \) inequality constraints: \( g_i(x^*) \geq 0 \) for \( i = 1, 2, \ldots, m \). The \( p \) equality constraints \( h_i(x^*) = 0 \) for \( i = 1, 2, \ldots, p \) and will optimize the vector function \( f^*(x^*) = [f_1(x^*), f_2(x^*), \ldots, f_k(x^*)]^T \). In these problems, there are several objectives (a vector of objectives) to be optimized (minimized or maximized) simultaneously. These objectives often conflict with each other so that improving one of them will deteriorate another. Therefore, there is no single optimal solution as the best with respect to all the objective functions. Instead, there is a set of optimal solutions, known as Pareto optimal solutions or Pareto front (Pareto, 1896) for multi-objective optimization problems. The concept of Pareto front or set of optimal solutions are group of solutions such that choose any one of them in a position of another will constantly give up quality for at least one objective or constraint, while improving at least one other.

Unfortunately, the Pareto optimum almost always gives not a single solution, but a set of solutions. Usually Pareto optimality is spoken of as being global or local depending on the neighborhood of the solutions \( X \), and in this case, almost all traditional algorithms can at best guarantee a local Pareto optimality. However, this MOGA-based system, which incorporates global Pareto filters, yields the global Pareto front. The **Maximum Allowable Pareto Percentage** criterion looks for a percentage that represents a specified ratio of Pareto points per Number of Samples per Iteration. When this percentage is reached, the optimization is converged.

CONVERGENCE CRITERIA

The iterative process is repeated until the change in the variable from the one iteration to the next becomes so small that the solution can be considered converged. At convergence: Discrete conservation equations like momentum, energy, etc. are maintained to be a specified tolerance in all cells. The results are no longer altered with additional iterations & Mass, momentum, energy and scalar balances are obtained. Residuals measure imbalance (or error) in conservation equations the convergence of the simulations is said to be achieved when all the residuals reach the required convergence criteria. These convergence criteria are found by monitoring. The convergence criterion for the continuity equation, momentum, \( k \) and epsilon equations are \( 10^{-6} \) and it is set to \( 10^{-6} \) for Energy equation.

**Table-1.** CCD Design Points for the specified two input design parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>P7 - outlet</th>
<th>P6 - inletangle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>50</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>80</td>
</tr>
</tbody>
</table>
RESULT AND DISCUSSIONS

The MOGA method (Multi-Objective Genetic Algorithm) is a variant of the popular NSGA-II (Non-dominated Sorted Genetic Algorithm-II) and based on controlled elitism concepts. It supports multiple objectives and constraints and aims at finding the global optimum. It is limited to continuous input parameters. Initially generate 10000 samples, 100 samples per iteration and find 3 candidates in a maximum of 20 iterations. It converged after 10719 evaluations.

CONCLUSIONS

Multi objective Genetic algorithms have been successfully used for optimization of nozzle and the convergence of the simulation for Pareto based optimization. This paper has been presented to multi-objective optimization, aims to help the user to speed up the choice of correct parameters and ensuring simultaneously convergence of the CFD model. The purpose is to recognize the optimal designs of supersonic nozzles that perform utmost equality of thermodynamic and flow-field properties respect to their average values at nozzle exit. This work has established the effectiveness of Multi-Objective Optimization techniques in convergence and optimization of nozzle.
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